LIDAR CALIBRATED SATELLITE SENSED PRIMARY PRODUCTION IN THE SOUTHERN OCEAN
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The carbon cycle is among the more important global phenomena affecting the Earth’s climate. The Southern Ocean is probably one of the less studied oceanic provinces and a thorough understanding of its role in that natural process requires further study. In this paper, new estimates of the primary production (PP) of Antarctic waters from 1997 to 2003 are provided. They are based on a PP model tuned in Antarctica and on satellite derived chlorophyll-a (Chl-a) concentrations calculated with an original bio-optical algorithm calibrated with lidar measurements carried out in the Southern Ocean. The results presented here indicate that usual PP models applied to standard Chl-a concentrations can underestimate PP up to 50%.
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1. Introduction

The biogeochemical cycles taking place in the world’s ocean are very important for the future development of the Earth’s climate [1]. For this reason, a large series of passive and active remote sensors aimed to the sea observation has been developed in the last decades. In particular, ocean colour radiometers [2] and lidar fluorosensors [3] have been employed extensively. Such systems differ by operating principle and typical carrier: while the first ones are passive sensors aboard satellites, the second ones are active sensors aboard ships. This explains why they are in some sense complementary: from one hand, ocean colour satellite radiometers provide global coverage but need atmospheric corrections [4] and calibrations/validations [5] of the bio-optical algorithms [6], both involving in situ measurements, from the other hand, lidar fluorosensors do not depend on the atmospheric column or the water type but are limited in space by the ship track and in time by the cruise duration.

The calibration/validation problem is particularly crucial for the Southern Ocean that, despite its important role in controlling the climate, is less represented than other oceanic regions in the data sets used to calibrate the bio-optical algorithms of the satellite radiometers [5]. A further problem is introduced in Antarctica by a series of circumpolar fronts that define different oceanographic provinces where the development of endemic phytoplankton is favoured [7].

Laser remote sensing activities began at the ENEA (Italian Agency for New Technologies, Energy and the Environment) research centre of Frascati in the eighties [8]. Since 1997, ELF (ENEA Lidar Fluorosensor) participated to oceanographic campaigns in Antarctica aboard the research vessel (RV) Italica [9]. In 2000, comparative studies of ELF and the ocean colour satellite radiometer SeaWiFS (Sea-viewing Wide Field-of-view Sensor) [10] started [11]. In this study, a regional calibration of the SeaWiFS chlorophyll-a (Chl-a) algorithm has been carried out in the Southern Ocean and, as a result, new primary production (PP) estimates from 1997 to 2003 have been calculated.
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2. Instruments and methods

ELF and SeaWiFS have already been described by Barbini et al. [9] and Hooker et al. [10], respectively: here we will only recall their main characteristics. ELF is based on laser-induced fluorescence (LIF) and continuously provides concentrations of chromophoric dissolved organic matter (CDOM) and phytoplankton pigments all along the ship track. SeaWiFS is an ocean colour scanning radiometer: it derives Chl-a from radiance measurements at different wavelengths.

2.1. Bio-optical algorithm

In the following we focus on the data fusion between ELF measurements and SeaWiFS products. Usual match up analysis of satellite versus in situ Chl-a values relies in relatively few stations seawater samples are analysed with high performance liquid chromatography (HPLC). For example, the Chl-a comparison between satellite retrievals and in situ data from the fourth SeaWiFS reprocessing is based on 262 match ups [12]. On the contrary, many lidar measurements can be compared with one satellite retrieval: ELF emits a laser pulse every 0.1 s and as a result acquires thousands of signals during the time taken by the ship to span a SeaWiFS pixel. Moreover, while a station cover only one point of a pixel, ELF data represent a wider zone because they are distributed along a track crossing the pixel.

Another interest of the present study is its geographical location: most of the experimental points used up to now to calibrate the bio-optical algorithms were not taken in polar regions [5]. This could explain the observation of underestimations of PP in the Southern Ocean [13].

As a case study we consider the 16th Italian Antarctic Oceanographic Campaign (January 5th 2001 – February 26th 2001) and we define (Fig. 1):

- the Ross Sea Region (RSR) as the area delimited by the coast and a line (straight in the cylindrical equidistant projection) from a point near Cape Adare (72° S, 170° E) to a point near Cape Colbeck (76° S, 158° W),
- the Ross Sea Sector (RSS) as the zone of Southern Ocean from the coast of Antarctica north to 50° S latitude in the 160° E – 130° W sector.

![Fig. 1. Zones of interest: Ross Sea Region, in dark grey and Ross Sea Sector, in dark and light grey.](image)

Although RSR does not coincide exactly with the Ross Sea, its simple definition was a necessary compromise: the calculation of the bio-optical properties in RSR, rather than in the Ross Sea, saves computing time because the satellite products are usually delivered in the cylindrical equidistant projection.
tantal projection and it is fast to determine whether a pixel is above or below a straight line. The rationale in the demarcation of RSS is to allow one to compare the present study to that of Arrigo et al. [13].

L3 SeaWiFS products were considered here; although this choice involved a rather poor granularity (about 9 km × 9 km), it ensured the highest accuracy and has been judged as the best compromise. The granularity of ELF is different, since the laser footprint on the water surface sizes around 0.1 m. In order to better associate lidar and radiometer data, all the ELF measurements falling in a SeaWiFS pixel were averaged, thus representing a track of length ~ 10 km and width: ~ 0.1 m.

The SeaWiFS Chl-a bio-optical algorithms [6] calculate the concentration of that pigment from the remote sensing reflectance measured by that radiometer at 490 and 555 nm. In this study, the OC1 algorithm has been tuned with the ELF data, as in a previous study [11]. OC1 [6] is expressed by

\[ C = 10^{a_0 + a_1 \rho} , \]

where \( C \) is the Chl-a concentration in mg m\(^{-2}\), \( a_0 \) and \( a_1 \) are the algorithm parameters and

\[ \rho = \log_{10} \frac{R_{490}}{R_{555}} , \]

where \( R_\lambda \) is the remote sensing reflectance at the wavelength \( \lambda \) [nm] and \( \rho \) is called band ratio.

As far as temporal resolution is concerned, it would be desirable to use SeaWiFS daily products for that calibration, so that the time difference of the lidar and radiometer data is less than 24 hours. Nevertheless, if daily products are used, the concurrent measurements are too few. The 8-day products seem the best compromise: concurrent measurements are quite abundant while abrupt changes during a week are fairly rare in phytoplankton distribution. On the contrary, although monthly products would have allow one to gather even more concurrent measurements, during a month the Chl-a variation can be wide enough. Moreover, 8-day products are preferable also because the statistical error of the fitted parameters of the OC1 algorithm is lower for 8-day products than for daily or monthly products.

Although the ELF – SeaWiFS agreement is usually good, it is advisable to discard some data before calculating \( a_0 \) and \( a_1 \), e.g. cutting all the concurrent measurements with a ratio between ELF and SeaWiFS Chl-a larger than \( x \) or smaller than \( 1/x \) [11]. The appropriate value of the cut parameter \( x \) can be identified looking at the effects of that cut on the percent of discarded data and the statistical error of the fitted parameters.

Observing that:
- the percent of discarded measurement is acceptable (less than 10%) for \( x \geq 4 \),
- the statistical error of \( a_0 \) is minimum for \( x = 4 \) (although it is nearly constant for \( x \geq 3 \)),
- the statistical error of \( a_1 \) is nearly constant for \( x \geq 3 \),

we chose \( x = 4 \), also in continuity of the value adopted for the 13th Italian Antarctic Oceanographic Campaign [11].

Table 1. Results of the ELF calibration of the SeaWiFS Chl-a bio-optical algorithm.

<table>
<thead>
<tr>
<th>Zone</th>
<th>Number of concurrent measurements</th>
<th>( a_0 )</th>
<th>( \sigma(a_0) )</th>
<th>( a_1 )</th>
<th>( \sigma(a_1) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RSR</td>
<td>1345</td>
<td>0.3713</td>
<td>0.0055</td>
<td>-1.422</td>
<td>0.024</td>
</tr>
<tr>
<td>RSS</td>
<td>1523</td>
<td>0.3674</td>
<td>0.0059</td>
<td>-1.482</td>
<td>0.023</td>
</tr>
</tbody>
</table>
The results of the ELF calibration of the SeaWiFS Chl-a bio-optical algorithm are summarized in table 1 and the fits are shown in Fig. 2. Let us note that only few points (178) come from RSS outside RSR: in our opinion, the calibration should be regarded as more reliable in RSR. Nevertheless, the two values of \( a_0 \) and \( a_1 \) for RSR and RSS differ less than 1 and 2 \( \sigma \) (standard deviation), respectively. As far as the discrepancy between the ELF-calibrated and the standard OC1 SeaWiFS Chl-a bio-optical algorithms is concerned, \( a_0 \) is similar but \( a_1 \) is rather different: in fact, in standard OC1 \( a_0 = 0.3734 \) and \( a_1 = -2.4529 \) [6]. In other words, our results indicate that in RSR standard OC1 weakly overestimate high concentrations and strongly underestimate low concentrations, confirming the findings of the 13\(^{th}\) Italian Antarctic Oceanographic Campaign [11]. This behaviour could be linked to the bio-optical characteristics of Antarctic phytoplankton: in fact, if the northern latitudes are included (Fig. 2b) some points near the standard OC1 line are added and one could imagine that using almost only in situ measurements coming from temperate regions – as in usual SeaWiFS calibrations – one would obtain results similar to those of standard OC1.

The difference between the bio-optical algorithms calibrated with the data of 13\(^{th}\) and 16\(^{th}\) Italian Antarctic Oceanographic Campaigns is smaller than the statistical fluctuation: in the following we use the algorithm calibrated with the data of the 16\(^{th}\) Italian Antarctic Oceanographic Campaign because it is based on more experimental points.

### 2.2. PP model

A large spectrum of PP models have been formulated up to now [14]. Here we will refer only to depth-integrated models and, in particular, to two widespread global models:

- a log-linear fit by Falkowski et al. [15] (called F-model in the following),
- the Vertically Generalized Production Model (VGPM) by Behrenfeld and Falkowski [14, 16] (called BF-model in the following),

and to two models optimized in Antarctica:

- the first by Dierssen et al. [17] is based on a log-linear fit (called L-model in the following),
- the second by Smith et al. [18] is VGPM calibrated in Antarctic coastal waters (called D-model in the following).

The variables used in the above mentioned models are:

- \( C_\text{surf} \): surface chlorophyll concentration [mgChl m\(^{-3}\)], corresponds to the Chl-a concentration measured by ELF and SeaWiFS,
- \( Z_{\text{eup}} \): euphotic zone [m], i.e. the penetration depth of 1% surface irradiance,
- \( P_{\text{opt}} \): maximum chlorophyll-specific carbon fixation rate [mgC mgChl\(^{-1}\) h\(^{-1}\)], observed within a water column and measured under conditions of variable irradiance during incubations typically spanning several hours,
- \( D \): daylength [h], also called photoperiod,
F: relative fraction of potential photosynthesis lost within the euphotic zone due to light limitation [unitless], to first order equal to the average production of the water column divided by $P_{opt}$.

$PP_{eu}$: daily PP within the euphotic zone per unit of surface [mgC m$^{-2}$ d$^{-1}$].

### 2.2.1. F-model

The F-model is very simple and consists in the following equation

$$PP_{eu} = 621 C_{surf}^{0.559}.$$  \hspace{1cm} (3)

### 2.2.2. BF-model

The BF-model is probably the today reference model. It can be summarized in the following equations

$$PP_{eu} = P_{opt}^B F Z_{eu} C_{surf} D.$$  \hspace{1cm} (4)

$$P_{opt}^B = -3.27 \times 10^{-8} T^7 + 3.4132 \times 10^{-6} T^5 - 1.348 \times 10^{-4} T^3 + 2.462 \times 10^{-3} T^2 - 0.0205 T^3 + 0.0617 T^2 + 0.2749 T + 1.2956,$$  \hspace{1cm} (5)

$$F = 0.55.$$  \hspace{1cm} (6)

where $T$ is the Sea Surface Temperature (SST) in °C.

The euphotic zone can be calculated according to the relationships [19]

$$Z_{ew} = \begin{cases} 568.2 C_{tot}^{-0.746} & \text{if } Z_{eu} < 102 \text{ m} \\ 200.0 C_{tot}^{-0.293} & \text{if } Z_{eu} \geq 102 \text{ m} \end{cases}.$$  \hspace{1cm} (7)

where

$$C_{tot} = \begin{cases} 38.0 C_{surf}^{0.425} & \text{if } C_{surf} < 1 \text{ mgChl m}^{-3} \\ 40.2 C_{surf}^{0.507} & \text{if } C_{surf} \geq 1 \text{ mgChl m}^{-3} \end{cases}.$$  \hspace{1cm} (8)

For the daylength we used the formulas by Sellers [20].

During the 16th Italian Antarctic Oceanographic Campaign, SST in RSR is around 0 °C, as indicated by the data of the satellite sensor Advanced Very High Resolution Radiometer (AVHRR) [21] and confirmed by the measurements performed from the RV *Italica*, therefore we will assume simply

$$P_{opt}^B = 1.2956.$$  \hspace{1cm} (9)

### 2.2.3. L-model

The L-model consists of a log-linear regression between PP and Chl-a concentration carried out in Antarctic waters:

$$PP_{eu} = 513 C_{surf}^{0.725}.$$  \hspace{1cm} (10)

### 2.2.4. D-model

The D-model is defined by Equation (4) and the following relationships
\[ P^{B}_{opt} = 1.09, \]  
\[ F = 0.64, \]  
\[ Z_{eu} = 48.8 \ C_{surf}^{-0.36}. \]

For the daylength we used once more the formulas by Sellers [20]. Actually, F could also be obtained with the following relationship [17]

\[ F = \frac{PAR}{PAR + 11.77}, \]

where PAR is the photosynthetically available radiation. Substituting in Equation (14) the average PAR measured by ELF during the 16th Italian Antarctic Oceanographic Campaign we obtain

\[ F = 0.652. \]

When using Equation (15) instead of Equation (12), the model will be called D’-model.

### 3. Results and discussion

The above mentioned models have been applied to RSR during the 16th Italian Antarctic Oceanographic Campaign, i.e. to the Chl-a concentration calculated with the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm used with the related reflectance daily products of January and February 2001 (Fig. 3).

![Fig. 3. Average PP calculated with the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm and different PP models in RSR during the 16th Italian Antarctic Oceanographic Campaign.](image)

Two classes of values can be distinguished: higher (D- and D’- models) and lower (F-, BF- and L- models). Of course, the discrepancy between D- and D’-model is small because it depends only on the little difference in the values of the F parameter. Note the effect of daylength reduction in the BF-, D- and D’-models, i.e. the models that take into account that variable (the daylength be-
comes smaller than 24 hours around the Julian day 40 at the 76° S latitude, i.e. in the middle of RSR.

In principle, in the Southern Ocean, Antarctic PP models should be more reliable than global PP models. Among the Antarctic PP models, the D’-model is the more attractive because it is more refined than the L-model, with respect to D-model it has been corrected with PAR measurements and agrees with other authors [13] that already suggested that PP has been underestimated in the Southern Ocean. For such reasons, in the following we will use the D’-model to provide new PP calculations.

First of all, we used the D’-model to compare PP in RSR and RSS (Fig. 4). Estimates in RSS should be taken cautiously: from one hand, as we already pointed out, the ELF calibration should be regarded as more reliable in RSR, from the other hand, the D’-model has been tuned in coastal zones. Nevertheless, it is confirmed that the PP is lower in RSS than RSR. Moreover, as one can expect, the values of the two zones are well correlated.

Fig. 4. Average PP calculated with the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm and the D’-model in RSR and RSS during the 16th Italian Antarctic Oceanographic Campaign.

The temporal averaging of PP in RSR and RSS during the 16th Italian Antarctic Oceanographic Campaign (Table 2) points out that the usual estimates should be reviewed: PP could be higher than what calculated up to now, at least in RSR where the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm has been tuned and is likely to be more reliable than the standard SeaWiFS Chl-a bio-optical algorithm, adjusted in the world’s ocean. The difference between the two values of PP is due in nearly equal parts to bio-optical algorithm and productivity model. Table 2 indicates also that the percent difference of PP in RSS and RSR is smaller according to the new calculation, but this last result should be taken cautiously as explained above.

Table 2. Temporal averaging of PP in RSR and RSS during the 16th Italian Antarctic Oceanographic Campaign according to new and standard calculations and their difference.

<table>
<thead>
<tr>
<th>PP [gC m⁻² d⁻¹]</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>D’-model applied to ELF-calibrated Chl-a</td>
<td>BF-model applied to standard Chl-a</td>
</tr>
<tr>
<td>RSR</td>
<td>RSS</td>
</tr>
<tr>
<td>1.155</td>
<td>0.447</td>
</tr>
</tbody>
</table>
The maps of PP according to the two calculations and of their percent difference are shown in Fig. 5 for RSR. The PP values are similar in the algal blooms: their discrepancy is high only in oligotrophic waters.

Finally, we used the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm and the D’-model for a new estimate of the PP in RSR and RSS in the Austral summers from the launch of OrbView-2 in 1997 (Fig. 6). For this purpose we used monthly products.

The behaviour of PP in RSS is quite regular. The variation is rather smooth and the maximum is reached in December (about 0.5 gC m\(^{-2}\) d\(^{-1}\)). On the contrary, in RSR the maximum can be attained before or after December and the variation can be more unequal. Moreover, the values are fairly different from one year to the other.

In order to observe yearly trends, the average PP in the above mentioned Austral summers have been evaluated (Fig. 7). It is confirmed that 2001-2002 and 2002-2003 are the more and the less productive periods. The average PPs of RSR and RSS during an Austral summer are about 1 and 0.4 gC m\(^{-2}\) d\(^{-1}\), respectively. These values compare well with literature data [13].

Fig. 5. Average PP in RSR, based on the monthly products of January and February 2001, calculated with: a) the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm and the D’-model; b) the standard SeaWiFS Chl-a bio-optical algorithm and the BF-model. c) Percent difference between the values shown in a) and b).

Fig. 7. Average PP calculated with the ELF-calibrated SeaWiFS Chl-a bio-optical algorithm and the D'-model in RSR and RSS from the Austral summer 1997-1998 to the Austral summer 2002-2003.
4. Conclusions and perspectives

In this paper a partially new PP model for the Ross Sea has been proposed: an existing PP model tuned for Antarctic coastal waters has been applied to the surface Chl-a concentrations obtained with an original bio-optical algorithm, the ELF-calibrated SeaWiFS bio-optical algorithm. Moreover, the relative fraction of potential photosynthesis lost within the euphotic zone due to light limitation has been recalculated with the PAR measurements performed by ELF.

Our results indicate that usual PP models applied to standard surface Chl-a concentrations could underestimate PP in the Ross Sea (20% in average). The PP has been calculated monthly and yearly with the new model. The PP obtained here compare well with the values found by other authors.

This study shows that the data fusion between active and passive remote sensing, performed by ship borne lidars and satellite borne radiometers, respectively, considerably enlarge the set of simultaneous measurements useful for the accurate calibration of Chl-a algorithms and PP models. As a consequence, a consistent record of more precise PP values has been obtained, improving our picture of the biogeochemical processes affecting the Southern Ocean.

It is desirable that, with the contribution of the new satellite radiometers Moderate Resolution Imaging Spectroradiometer (MODIS) [22] and Medium Resolution Imaging Spectrometer (MERIS) [23], they become the beginning of a long term time series [24] necessary to assess the coupled ocean-atmosphere general circulation models that will help the progression of climate science from description to prediction.
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