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This paper presents the results of the first Quality Assurance (QA) exercise under the ATMO-ACCESS pilot, aimed at 
calibrating and validating ATLID onboard the EarthCARE satellite. The exercise involved 24 high-power lidars from ACTRIS 
and EARLINET, across 12 countries. Typical problems of the lidar systems, limitations in terms of performances and 
estimation of the correction factors were extracted from the specific quality assurance tests. Key findings include the 
identification of typical system limitations and correction factors. Most lidar systems showed full overlap altitudes between 
200 and 1000 m, though additional near-range telescopes may be needed to meet ACTRIS standards. The maximum product 
height retrieved from the tests indicate that the 532 nm and 355 nm channels perform better, with mean maximum altitudes 
around 16 km, while the 1064 nm channel is limited to 7.4 km. Polarization calibration revealed systematic errors below 0.005 
for most of the instruments, supporting reliable aerosol typing, although some instruments showed higher errors. 
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1. Introduction 
 

Our air environment is continually changing, owing to 

direct anthropogenic emissions and climatic feedback 

processes [1]. Short-lived Atmospheric Constituents 

(SLACs) regulate the Earth's climate and have an impact on 

air quality, as well as the health of humans and ecosystems. 

Their concentration is determined not only by the intensity 

of primary emissions (sources) and removal mechanisms 

(sinks), but also by a complex collection of secondary 

reactions that are still poorly understood and may develop 

in the next decades as a result of climate change [1-4]. 

The movement of the Earth's atmosphere is an 

important aspect in all research involving the 

characterisation of our planet. There are other tracers that 

may be used to indicate how the atmosphere moves, but 

aerosols are one of the best [5-7]. Their chemical 

composition does not change fast due to chemical reactions. 

Their physical and optical qualities change extremely 

slowly. Many investigations on the interchange of air 

between the troposphere and stratosphere, the dynamics of 

the polar regions, and stratospheric transport from low to 

high latitudes have demonstrated that aerosol 

measurements are appropriate for these goals [8-10]. 

The presence of aerosols in the atmosphere has both 

direct and indirect effects on the climate and the Earth's 

radiation budget. Aerosols scatter sunlight directly back 

into space, whereas the presence of aerosols in the lower 

atmosphere can alter the size of cloud particles, affecting 

how clouds reflect and absorb sunlight, and therefore 

modifying the Earth's energy budget [11-12]. Since 1986, 

investigations on the ozone hole have revealed major 

reactions taking place on aerosol surfaces (the 

heterogeneous chemistry), resulting in the depletion of 

stratospheric ozone over Antarctica [13-15]. The science 

community recognizes that airborne pollution particles in 

the Earth's atmosphere have an effect on climate equivalent 

in scale to growing quantities of atmospheric gases. 

The uncertainty around aerosol effect can be larger than 

those seen in climate models [1]. So, improving the 

performance of climate models is a major problem since 

they do not provide a realistic conclusion on how aerosols 

may affect the climate. Scientists require and seek very 

precise and thorough aerosol observations. 

ACTRIS (Aerosol, Clouds and Trace gases Research 

Infrastructure) is a new European Research Infrastructure 

consortium for short-lived atmospheric elements that 

promotes basic research and excellence in Earth system 

monitoring [16][17]. The major goal of ACTRIS is to 

provide high-quality integrated datasets in the field of 

atmospheric sciences for scientists working in atmospheric 

research and beyond. 

The Center for Aerosol Remote Sensing (CARS) is one 

of six ACTRIS Topical Centres, being responsible for the 

calibration and quality assurance of the lidar and 

photometer measurements across the continent. Its goal is 

to accurately measure the optical characteristics of 

tropospheric and low stratospheric aerosols and deduce 

their microphysical properties. CARS incorporates aerosol 
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column and aerosol profiling measurement methods, as 

well as their synergistic applications at ground level [18]. 

Because of hardware changes (for example, laser 

power and sounding wavelengths), the data products 

obtained from various measuring techniques are 

fundamentally different. Aerosol layering and attenuated 

backscatter at one wavelength are now achieved using 

automatic low-power lidars and ceilometers (ALC) [19]. 

Aerosol high-power lidars (AHL) are aerosol lidars that, 

due to their increased power, may offer more quantitative 

information regarding aerosol optical characteristics than 

the ALC. AHL, in particular, was used to profile aerosol 

optical properties (aerosol backscatter coefficient, aerosol 

extinction coefficient, and aerosol linear depolarization 

ratio) at one or more wavelengths, allowing for the 

subsequent calculation of several spectral parameters 

(Angstrom exponents, lidar ratios) of the lofted aerosol 

layers [20-23], and thus aerosol typing [24-27]. 

A lidar is a very sophisticated and technically difficult 

equipment. Measurement of atmospheric lidar signals 

requires high-speed electronics with an extraordinarily 

broad bandwidth and dynamic range. Especially for 

tropospheric aerosol research, weak lidar signals cannot be 

averaged over long periods of time (hours) and must be 

measured during the day against a high daylight background 

in order to use synergy with other measurement platforms 

such as sun-photometers and airborne measurement, putting 

high demands on the optical design of the transmitter and 

receiver [28][29]. The wavelengths usually utilized are 

determined by the availability of a high-power laser source, 

primarily the NdYAG laser, with a wavelength range that 

exceeds commercially available optics [29]. At the same 

time, achieving the requisite SNR necessitates compact 

photo-detectors and big telescopes for weak signals, posing 

a design problem for the receiver's optical section [29]. 

Furthermore, because the lidar measurement targets the 

wide-stretched atmosphere, there is no calibration standard 

for lidar signals, with the exception of the distant range, 

where clean air (Rayleigh scattering) can be employed 

[28][30-32]. However, extremely tiny signal variations 

caused by electronic distortions, atmospheric variance, or 

inadequacies in the transmitter and receiver optics can 

significantly alter lidar signals and calibration in clean air 

ranges and must therefore be identified [28]. 

Lidar systems may have intrinsic flaws, but they are 

also vulnerable to environmental factors such as 

temperature variations, humidity, vibration and movement, 

as well as user errors [28][33]. As a result, we require a set 

of tools that allows a common lidar operator to ensure that 

the lidar is functioning properly. However, there is no 

standard definition of a "proper operation" yet. 

The collection, harmonisation, and development of 

standards and calibration techniques began under the 

umbrella of EARLINET and ACTRIS, including the 

calculation of Rayleigh scattering coefficients, Rayleigh-fit 

tests, trigger delay determination, telecover tests, dark 

signal subtraction, specialised lidar pulse generator to 

estimate the performance of the electronics, and 

polarisation calibration, primarily to avoid signal 

disturbance. These are intended to serve as a foundation for 

the ACTRIS high-power aerosol lidars' QA/QC program 

[16]. 

ACTRIS Centre for Aerosol Remote Sensing (CARS) 

provides QA tools which enable to determine the 

uncertainty of the signals at all wavelengths individually 

and of their ratios (lidar ratio, linear depolarisation ratio) 

over the whole detection range from 200 m to 15 km, which 

are the basis of an error estimation of the final lidar 

products, and develops methods and recommendations to 

improve the quality.  

Several QA tools were developed in the former 

EARLINET-ACTRIS projects [28]. They are employed at 

CARS and further developed to include more details, but 

must also consider future lidar developments as, e.g., the 

High-Spectral-Resolution-Lidar (HSRL) technique and the 

circular depolarisation ratio. 

 
 
2. Instruments and methodology 
 

A typical ACTRIS high-power aerosol lidar is based on 

a commercial and hence affordable Nd: YAG laser with its 

three emitted wavelengths 355, 532, and 1064 nm [16]. At 

these wavelengths the lidar measures elastically 

backscattered photons from which the aerosol backscatter 

coefficient can be deduced with an assumed ratio between 

extinction and backscatter, i.e. the so called lidar-ratio. 

Because of the daylight background, the output pulse power 

must be high and can range from 20 mJ to 600 mJ per pulse 

at 10 to 30 Hz repetition rate in order to achieve a good 

signal to noise ratio. The measurement range is nowadays 

typically from 500 m above ground (a.g.) to 15 km a.g.. 

During night it is possible to measure weaker signals from 

inelastically backscattered photons from atmospheric gases 

at vibrational or rotational shifted Raman wavelengths (e.g. 

387, 408, 607 nm), from which – together with the elastic 

signals - the aerosol extinction coefficient can be retrieved. 

For these measurements large telescopes are desirable, 

wherefore typical telescope diameters are in the range from 

100 to 400 mm.  

An optimal lidar setup would include a small telescope 

for the elastic signals and a large telescope for the inelastic 

signals, but most present lidars have only one large 

telescope to reduce manufacturing costs. Furthermore, the 

depolarisation of the linearly polarised laser beam at the 

elastic wavelengths due to aerosols can be measured to gain 

more information about the type of the aerosol particles. 

At present, a typical lidar includes three channels at the 

elastic wavelengths, two channels at the inelastic 

wavelengths, and two channels to measure the 

depolarisation at one wavelength. These are the so called 

3+2+1 lidars [34]. Such a multi-wavelength polarisation 

diversity lidar system for night time and daytime 

measurements comprises a complex wavelength separation 

unit. 

In future we expect 3+2+3 and even 3+3+3 setups, 

which will increase the complexity. Furthermore, it is 

highly desirable and expected that the detection range will 

be extended down to 200 m a.g. to include this part of the 

boundary layer which often contains most of the aerosol. 
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This adds another order of magnitude to the dynamic range 

of the signals and much higher demands on the mechano-

optical design of the lidar with more sources for larger 

systematic errors. The 200 m limit is based on the current 

requirements provided by ACTRIS CARS and stems from 

expert analysis of existing technical solutions and the 

operational limitations of current lidar instruments [16]. 

Due to the lack of an absolute calibration reference for 

lidar signals especially in the lower atmosphere, such 

systematic errors are very often not noticed at all. These 

errors can lead to uncertainties of the aerosol backscatter 

and extinction coefficients in the order of 50% and of the 

linear depolarisation ratio in the order of typically 0.05 

[28][35]. While the errors in the scattering coefficients are 

directly related to the aerosol optical thickness and their 

climate effect and health impact and affect the synergetic 

products with other remote sensors as sun-photometers and 

radars (CloudNet stations) and on satellites, the errors in the 

linear depolarisation ratio and in the lidar ratio render the 

aerosol typing very uncertain [15] [21] [22]. 

The basis of quality criteria for lidar signals and their 

products are the error bars. Errors of measuring instruments 

can be determined by measurements of calibration 

standards or by comparison with a reference instrument. 

Due to the extent of the measurement object of lidars, which 

is the atmosphere, calibration standards for lidars cannot be 

fabricated. Comparisons with reference lidar systems are 

laborious and expensive and cannot be performed as often 

as necessary. Furthermore, such comparisons suffer from 

the fact that the measurement target, i.e. the atmosphere, is 

temporally and spatially inhomogeneous. Therefore, 

techniques have been developed to indirectly determine 

contributions from different error sources of the lidar 

system. These techniques are described in [33][36][37], 

which can be applied by the lidar operators. Because the 

individual error sources are of very different nature, and 

several are even unknown yet, their combination into final 

error bars is very complex and a general procedure for that 

does not exist yet. 

The present QA tools comprise mathematical data 

analysis techniques as the Rayleigh- or signal-fit searcher 

(SFITS), the polarisation calibration (Δ90-calibration) and 

detection and correction of the polarisation dependent 

systematic errors (GHK-correction), and instrumental 

techniques as the analysis of analogue signal distortions, the 

determination of the lidar alignment and of the near and far 

range overlap function, as well as the detection of faults in 

the mechano-optical lidar setup [38]. 

An extensive exercise to collect and analyse QA tests 

for the aerosol high-power lidar was organized between 

August 2023 and August 2024. Twenty-four lidar stations, 

out of which 18 ACTRIS and 6 non-ACTRIS, have 

submitted at least one set of QA tests to CARS. Each set of 

tests has been analysed by CARS experts using the ATLAS 

(Automated Lidar Analysis Software) [39]. In total, 31 

reports have been issued. In some cases, CARS requested 

the re-submission of tests because the atmospheric 

conditions proved to be improper for the analysis. 

Each report includes the following information: a) 

parameters used as inputs for the processing chain 

(minimum product height, maximum product height, dead 

time values for each channel, first signal rangebin); b) 

parameters describing the performances of the instrument 

(Volume Linear Depolarization Ratio - VLDR systematic 

error); c) recommendations for optimization of the 

instrument or conditions of the tests. The first set of 

parameters is further used to setup, for that particular lidar, 

the operational configurations in the Single Calculus Chain 

(SCC), the centralized processing software  [40][41]. The 

stability of these parameters over time (i.e. from one QA 

exercise to the next) gives additional information on the 

stability of the instrument but also on how well the 

instrument is operated. 

The Quality Assurance tests considered in this analysis 

are shortly described in sections 2.1 – 2.5. 

 

2.1. Telecover test 

 

Deviations of near-range signals from various portions 

of the telescope, as well as comparisons of such deviations 

among lidar channels, can provide the distance of full 

overlap and plausible explanations for departures from the 

ideal scenario. 

The telecover test evaluates the performance of lidar 

systems by analyzing deviations in near-range signals 

collected from different parts of the telescope. By 

comparing these deviations across various lidar channels 

and against theoretical ray-tracing simulations, the test 

helps determine the distance of full overlap and identifies 

potential reasons for deviations from ideal performance. In 

the near range, where calibration methods are limited and 

clean air conditions are rarely present, any shortcomings in 

optical and opto-mechanical design, or misalignments, can 

significantly impact signal accuracy. Ideally, the 

normalized signals from all telecover tests should match, 

indicating consistent performance across the system, except 

for the overlap range, which can then be accurately assessed 

under stable atmospheric conditions. 

The telescope can be covered in such a way that only 

specific sections are utilized. The Quadrant-test divides the 

telescope into four sections (North, East, South, and West), 

while the Octant-test further splits these quadrants into eight 

sections, making them suitable for both co-axial and bi-

axial lidar instruments. The Ring-test, on the other hand, is 

specifically designed for co-axial lidar instruments. With an 

ideal lidar system, the normalized signals from all telecover 

tests must match, with the exception of the overlap range, 

which may be checked, assuming constant air conditions 

during testing. 

 

2.2. Polarization calibration 

 

The volume linear depolarization ratio profile (VLDR) 

and particle linear depolarization ratio profile (PLDR) must 

be calculated using polarization sensitive lidar channels that 

have been calibrated. To execute a polarization calibration, 

the AHL must be equipped with a polarization calibration 

module. The calibration of polarization channels is unique 

to each lidar system, however the fundamental concepts are 

comparable for the majority of sensors. The polarization 
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channels are calibrated by first analyzing the observed 

calibration factor and then making any required 

modifications to lower the instrument's contribution. 

The 45° calibration is a viable approach for calibrating 

polarization measurements. This calibration rotates the 

polarization analyzer (PBS and PMTs) by 45° with regard 

to the laser's polarization plane to equalize light intensity in 

the cross and parallel channels. When comparing 

calibration signals, the ratio of sent to reflected signals 

reveals the role of optics and electronics in the lidar 

receiving unit. The major source of error in this type of 

calibration is the accuracy, which defines the 45° rotation 

with regard to the PBS's real zero point. A more 

sophisticated option is to conduct two following 

measurements by rotating the polarization analyzer at ±45° 

from the default measuring position [42]. This calibration is 

known as the "±45° calibration". The calibration constant is 

calculated by taking the geometric mean of two ±45° 

readings. The two measurements are intended to 

compensate for each other, even when the 45° rotation error 

is significant in comparison to the PBS's original zero 

position [43]. 

For ±45° calibration, the initial zero position reference 

is not necessary. Instead, a more general method is to 

conduct two consecutive measurements by rotating the 

polarization analyzer with an identical 90° difference 

between them. The "Δ90° calibration" yields results 

comparable to the ±45° calibration, but with more precision. 

The ±45° calibration is similar to the Δ90° rotation 

calibration, except it only requires a precise 90° angle 

between the two observations. 

The polarization calibration modules might be based on 

a variety of technical solutions: a) Mechanical rotator; b) 

half-wave plate rotator; c) polarizer filter. To accomplish 

Δ90° calibration, the lidar operator can use a mechanical 

rotator (holder) that rotates optical components at set 

angles. This calibrator will be known as the "Δ90° 

mechanical rotation calibrator". A half-wave plate (HWP) 

can correctly rotate emitted or collected light at Δ90°, 

resulting in a comparable technique with the same output. 

A third way to Δ90° calibration involves rotating an extra 

linear polarizer at defined angles. The Δ90° rotation will be 

performed using an extra linear polarizer. 

 

2.3. Rayleigh fit test 

 

The only absolute calibration of lidar signals is the 

comparison of signals in clean air ranges to signals 

estimated from air density and temperature profiles 

obtained from radiosondes. To calibrate lidar signals using 

Rayleigh (molecular) backscatter signals, optoelectronic 

detecting devices must have a wide dynamic range. 

The Rayleigh-fit normalizes the range corrected lidar 

signal to the computed attenuated molecular backscatter 

coefficient (βm attn, Rayleigh signal) in a range where we 

assume clean air without particles, and the calculated signal 

matches the lidar signal within the noise limits [28]. 

The Rayleigh fit test is an extended conventional lidar 

measurement done in clear atmospheric circumstances (no 

cirrus clouds). The test must be carried out with the same 

lidar setup as under regular measurement conditions. The 

Rayleigh fit test signals are preprocessed similarly to 

standard measurements. 

 

2.4. Zero bin test 

 

A trigger delay between the actual laser pulse 

production and the supposed zero range of the signal 

recording (zero bin) might result in significant inaccuracies 

in the near-range signal up to roughly 1 km. The inversion 

of Raman signals, in particular, can be considerably 

affected since the signal slope in the near range changes 

significantly when the zero-bin for range correction is 

altered. As a result, it is worthwhile to make an effort to 

ensure that the zero-bin is indeed located where we believe 

it is [28]. 

When pre-trigger samples are captured, the zero-bin is 

immediately identifiable due to the signal peak from stray 

light diffusely reflected from the laboratory walls. Because 

the distance to the laboratory walls is not clearly defined, a 

diffuse scattering target obstructing the laser path can be 

employed in conjunction with a tiny hole aperture above the 

telescope to reduce the signal height within the detection 

range of the detectors. 

If no pre-trigger samples are acquired, the zero-bin can 

be identified using a near-range target at a known distance 

from the lidar. Alternatively, the appropriately attenuated 

outgoing laser pulse can be fed into an optical fiber of 

suitable length, with the fiber output positioned at the 

aperture of the telescope. With this, a signal pulse may be 

detected with a delay dt = s / v = s / c * n with regard to the 

outgoing laser pulse, where c is the speed of light in vacuum 

and v is the speed of light in the fiber with refractive index 

n at the receiver channel wavelength [28]. 

 

2.5. Extended dark signal measurement test 

 

Signal distortions that are independent of the lidar 

signal but synchronized with laser repetition can be 

evaluated using a technique known as dark measuring. The 

detected dark signals, which do not include air backscatter 

from the laser, can be subtracted from the standard lidar 

signals in the same way as the skylight background or the 

analogue DC-offset are, but in a range-dependent manner 

[28] 

The dark measurement is similar to a standard 

measurement, with a laser and a Q-switch trigger, but with 

a totally covered telescope or a shutter obstructing the 

optical path within the receiver, so that no light from the 

atmosphere or backscattered laser pulse is captured by the 

detectors. In such signals, we can witness interferences 

from electro-magnetic laser pulses or other electrical 

interferences that are synchronized to the laser trigger, as 

well as residual analogue low frequency noise that can 

never be totally eliminated by spatial or temporal averaging. 

Because there are several causes of such disturbances 

with varying impacts on averaged lidar signals, we 

presently lack a defined approach for dark measurements 

and hence cannot use them to evaluate lidar signal quality 

in a consistent manner. However, if the signal distortions 
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remain stable after adequate temporal averaging of the dark 

measurement, that is, they will not change with more 

temporal averaging, the dark signals can be eliminated from 

the atmospheric signals to increase their accuracy. The test 

is mostly used for analogue channels. 

 
 
3. Results and discussion 
 

3.1. Full overlap 

 

The results for the telecover indicate two distinct cases. 

The upper figure shows a non-optimal scenario, where 

significant atmospheric instability is detected between 800 

m and 1500 m, particularly in the East and West sectors. In 

contrast, the lower figure illustrates an improved Quality 

Assurance (QA) telecover test (Fig. 1). 

Each figure contains three plots: the left plot presents 

the four signals for each sector (North, East, South, and 

West), while the middle plot displays the normalized 

signals, facilitating comparison across sectors. The right 

plot shows the relative sector deviation, with limits set at 

0.05. To reduce atmospheric variability, the test was 

performed in five iterations, and the shaded areas in each 

signal plot represent the signal variability for each sector 

during these iterations. 

 

 
 

 
 

Fig. 1. Results for the telecover test, RALI instrument at 532 nm. Upper: non-optimal atmospheric conditions – high variability around 

1 km; Lower: optimal atmospheric conditions (color online) 

 

The two examples show results obtained using the 

Raman lidar instrument at the Măgurele site (RALI) for the 

0532xpar channel. In the non-optimal case (upper figure), 

the full overlap distance is observed at an altitude of 600 m, 

whereas in the improved case (lower figure), this altitude 

decreases to 500 m. This reduction in full overlap height in 

the second case suggests a more efficient alignment and 

optimization of the system during the telecover test.  

The two examples emphasize the significant impact of 

atmospheric variability on the assessment of full overlap, 

reinforcing the need for conducting the telecover test under 

stable atmospheric conditions (low variability). To ensure 

reliable results, it is recommended to perform at least 3-5 

interleaved N-E-S-W iterations for each test. This approach 

minimizes the influence of atmospheric fluctuations and 

provides a more accurate evaluation of the lidar system’s 

performance. 

The statistical analysis of the 24 AHLs shows that the 

mean overlap altitude for all three channels is around 500 

m. Variability is most pronounced in the 1064 nm channel, 

where some lidar systems exhibit full overlap altitudes 

reaching up to 1500 m (Fig.2). 

The data also highlights that most lidar systems would 

not meet the ACTRIS minimum requirement, which 

specifies that full overlap should be achieved below 300 m. 

This suggests that many instruments will require additional 

near-range telescopes to properly capture the lower regions 

of the Planetary Boundary Layer (PBL), where critical 

surface-atmosphere interactions take place. The 1064 nm 

channel, in particular, shows the widest distribution of full 

overlap altitudes, indicating a greater spread in performance 

across instruments at this wavelength. 
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Fig. 2. Statistical analysis of the full overlap region at 532 nm,355 nm and 1064 nm (color online) 

 

3.2. Maximum altitude height 

 

The Rayleigh Fit results were used to assess the 

maximum altitude height for the 532 nm and 355 nm photon 

counting channels, using both the Alpha and RALI lidar 

instruments at Magurele [44][45][46][47] (Fig.3). The left 

plot shows the lidar signal normalized to the Rayleigh 

molecular signal, while the right plot displays the relative 

difference between the lidar signal and the Rayleigh signal.  

In the first example, significant deviations from the 

expected Rayleigh signal occur above 16 km, indicating 

that the retrievals at these altitudes may be unreliable due to 

potential instrument misalignment or atmospheric 

variability. For the second example, the signal-to-noise 

ratio (SNR) drops above 9 km, making it difficult to assess 

the maximum altitude range beyond this height. To improve 

the SNR and provide more reliable results, it is 

recommended that the Rayleigh test be extended over 

several hours, particularly during clear atmospheric 

conditions. 

The third and fourth examples show ideal results for 

both the 532 nm and 355 nm channels, with good agreement 

between the lidar signal and the Rayleigh molecular signal. 

In the third case, the normalization region was determined 

between 11 and 14 km, and the maximum reliable altitude 

height was estimated at 14.1 km. In the final example, 

normalization was extended up to 20 km, providing reliable 

signal retrievals up to this altitude, reflecting ideal 

atmospheric conditions and instrument performance. 

 

 
(a) 

(b) 
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(c) 

 
(d) 

 

Fig. 3. Results for the Rayleigh fit test, collected using two lidar instruments at 532 nm and 355 nm. a: significant deviations in the far 

range (16 – 20 km); b: low SNR for upper altitudes (from 10 km); c: ideal results for 532 nm – good agreement up to 20 km (aerosol 

layers at 18 km); d: ideal results for 355 nm  – good agreement up to 20 km (color online) 
 

The statistical analysis of the Maximum Altitude 

Height for the 532 nm, 355 nm, and 1064 nm channels of 

the 24 AHLs highlights a significant difference in 

performance between these wavelengths (Fig.4). For the 

532 nm and 355 nm channels, the maximum altitude height 

often reaches up to 20 km in several cases, with a mean 

maximum altitude of 16 km for the 532 nm channel and 

15.7 km for the 355 nm channel. These results suggest that 

both channels provide reliable data for atmospheric studies 

at high altitudes, demonstrating strong signal quality and 

detection range. 

In contrast, the performance of the 1064 nm channel is 

notably lower, with the maximum altitude height typically 

limited to 13 km, and a mean value of just 7.4 km. This 

significant difference in performance between the 1064 nm 

channel and the other two wavelengths could be attributed 

to the technical limitations of current detection modules. 

While photomultiplier tubes (PMTs) operating in photon-

counting mode are commonly used for the 532 nm and 355 

nm channels, the 1064 nm channel typically relies on 

avalanche photodiodes (APDs) in analog detection mode. 

The analog detection method increases the likelihood of 

signal distortions, reducing the signal-to-noise ratio (SNR) 

and limiting the overall detection range for the 1064 nm 

channel. 

These findings underscore the need for improved 

detection technologies for the 1064 nm wavelength to bring 

its performance closer to that of the 532 nm and 355 nm 

channels, particularly in applications requiring high-

altitude atmospheric observations. 

 

 
 

Fig. 4. Statistical analysis of the maximum altitude region at 532 nm, 355 nm, and 1064 nm (color online) 
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3.3. Polarization calibration 

 

The Polarization calibration tests conducted for the 355 

nm polarization channels of the Alpha lidar instrument 

reveal important insights into the instrument's performance. 

Two examples are analyzed, with results presented in terms 

of gain ratio profiles and Volume Linear Depolarization 

Ratio (VLDR) profiles (Fig.5). 

In the first example, the left plot shows the gain ratio 

profiles for +45°, -45°, and the combined Δ90° profile. The 

right plot displays the measured (blue), corrected (orange), 

and molecular (reference) VLDR profiles. In this case, the 

corrected VLDR profile exhibits significant deviations 

from the molecular values in the aerosol-free regions, 

indicating calibration inaccuracies. The residual value, 

representing the difference between the corrected and 

molecular profiles, is around 0.0054. This residual must be 

factored into the systematic error for depolarization product 

assessments, as it impacts the accuracy of polarization 

measurements. 

The second example illustrates an ideal case where the 

corrected VLDR profile overlaps well over the molecular 

values in aerosol-free regions. The gain ratio profiles for 

this case are also consistent, and the residual value is 

minimal, at just 0.0002. This near-perfect alignment 

highlights proper calibration, ensuring that polarization 

measurements are free of significant systematic errors. 

These examples underscore the importance of thorough 

polarization calibration to minimize errors in polarization 

measurements, particularly when studying properties used 

for aerosol typing. The comparison between the two cases 

shows the impact of small residuals on the overall data 

quality and the necessity of fine-tuning the calibration 

process to achieve reliable results. 

 

 

 
 

 
 

Fig. 5. Results for the polarization calibration test, collected using the Alpha lidar instrument at 355 nm. Gain ratio profiles on the left 

and VLDR profiles in the right graph. Upper: corrected VLDR profile (orange) has significant deviations from the molecular values 

(green). Lower: corrected VLDR profile (orange) overlaps over the molecular depolarization profile (green) (color online) 
 

The analysis of the Volume Linear Depolarization 

Ratio (VLDR) systematic errors, derived from polarization 

calibration tests of the 24 AHLs, shows promising results 

for most lidar instruments at 532 nm and 355 nm 

wavelengths (Fig.6). For the majority of cases, the 

systematic errors are below 0.005, which indicates that 

these polarization channels are reliable tools for aerosol 

typing. The low errors in depolarization measurements 

enhance the capability of lidar systems to differentiate 

between various aerosol types, contributing to more 

accurate atmospheric studies. 

However, instruments exhibiting systematic errors 

above 0.005 face significant limitations. In such cases, the 

uncertainties in lidar depolarization products become too 

large for reliable aerosol typing, especially in high 

depolarizing layers, where even small systematic errors can 

lead to amplified uncertainties. This multiplication effect 

can distort the interpretation of aerosol properties, reducing 

the accuracy of aerosol classification. 
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Fig. 6. Statistical analysis of the VLDR systematic error at 532 nm and 355 nm (color online) 

 

The results for the 355 nm channel indicate slightly 

higher uncertainties compared to the 532 nm channel. 

Graphs show that deviations of the corrected VLDR profiles 

from the molecular reference values are typically positive, 

although some case studies reveal negative deviations 

where the VLDR profile is lower than the molecular profile. 

Statistically, the mean VLDR systematic error for the 532 

nm channel is around 0.0025, while for the 355 nm channel, 

the mean value is approximately 0.0035. 

These findings suggest that, while both channels 

perform well, the 532 nm channel tends to have slightly 

more stable and reliable results. 

 

 

4. Conclusions 
 

The results of the QA tests offer valuable insights into 

the performance of lidar instruments for determining 

minimum and maximum product heights, as well as the 

reliability of polarization channels through VLDR 

systematic error analysis. Most lidar systems show a full 

overlap altitude between 200 and 1000 m for the 355 nm, 

532 nm, and 1064 nm channels, though many do not meet 

the ACTRIS minimum product height requirement of less 

than 300 m. Instruments performing at, or above this 

threshold may require additional near-range telescopes to 

capture key atmospheric interactions in the lower boundary 

layer, and to comply with the ACTRIS minimal 

requirements. The analysis of maximum product heights 

shows that the 532 nm and 355 nm channels reach a mean 

maximum altitude of 16 km and 15.7 km, respectively, 

while the 1064 nm channel is limited to a mean value of 7.4 

km, reflecting lower detection capability due to current 

technical limitations in detector manufacturing for these 

wavelengths. 

For polarization calibration tests, the majority of 

instruments exhibited VLDR systematic errors below 

0.005, particularly for the 532 nm channel, which had a 

mean error of 0.0025. This indicates a good performance 

for aerosol typing studies, especially for the 532 nm 

channel. However, instruments with systematic errors 

exceeding 0.005 indicate unreliable aerosol classification 

capabilities, particularly in high depolarizing layers. The 

355 nm channel presented slightly higher uncertainties, 

with a mean systematic error of 0.0035, suggesting the need 

for further calibration improvements. 

Lessons learned during this exercise highlighted that 

the 532 nm polarization channel outperforms the 355 nm 

channel, making it more reliable for polarization studies. 

Additionally, it was evident that significant technical 

improvements are necessary for the detection systems of the 

1064 nm channel to match the performance levels observed 

in the other channels. 

Further analysis on dark and electronic distortions is 

still ongoing, and additional insights will be presented in a 

follow-up paper once the necessary processing modules are 

fully developed. All QA test analyses were conducted using 

the ATLAS software, developed under the CARS-ACTRIS 

framework. 
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